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Legal Note – 17 April 2023 

AI – Creative content – the legal stuff 
 
Spring 2023. While the snowdrops bloomed, the IPA Legal team answered a deluge of agency 
questions about using AI.  Here’s a posy rather than a bouquet of the need-to-know legal issues.  
Make sure you grasp and manage the risks before you fully embrace the new tech to help create 
creative content for your clients. 
 

Summary for busy people 
 
Right now, it is risky for agencies to be using AI-generated art or other AI-generated materials, such 
as straplines, scripts and copy, for client work without taking mitigating steps and particularly before 
“work-safe” AI products and platforms come onto the market.   
 
There are a number of issues, but the biggest problem for an agency is the risk of inadvertently 
infringing third party intellectual property rights (IPRs), particularly copyright, and passing infringing 
deliverables to its clients.  
 
We hope that AI technology will soon become more sophisticated, and that the AI industry will 
develop so that AI is no longer trained with materials in which the IPRs are owned by third parties 
without their permission.  We also need court decisions to give more clarity on how these issues will 
be addressed under current law.  As yet, there isn’t any AI-specific legislation in the UK. 
 
It’s a space to keep an eye on.  The AI conundrum is far from settled.  Hold on to your creative teams! 
 

More details for the keener reader 
 
What can go wrong? 
 
At present, quite a lot. When using AI for creative content, the main legal concerns are IPRs and 
compliance with client contracts.  
 
What goes in must come out...some examples of issues 
 
The output of an AI content generator is usually derived from existing materials scraped from the 
internet – itself a potential copyright infringing act - that it has been trained with (input). As there is 
often little clarity over the training content used as input, the AI’s output could be in breach of third 
party IPRs.  If uncleared content goes in, then there is a risk that uncleared materials, in some form, 
will come out. Mysterious input equals questionable output, so to speak. And if you can’t track the 
process, you can’t analyse the input in order to compare it with the output.  It is always a defence to 
copyright infringement if you can show that you came up with the deliverables independently – and 
didn’t copy. You can’t do this with the current publicly available AI products that we’ve encountered 
to date.   
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For example, an AI image generator may create an image using an artist’s/photographer’s 
artwork/photo or body of work which are protected as works of artistic copyright.  The AI generator 
didn’t obtain licenses to use these materials for training its product and used data scraped from the 
internet which included these materials. In the UK, if an image is created by copying another, and the 
new image is identical or substantially similar to the existing copyright work, then it is likely to 
infringe copyright.  If the end product infringes copyright, then it is also likely to infringe moral 
rights, as an author of an original work has the right to be identified as the author and the right not to 
have their work subject to derogatory treatment.  Derogatory treatment is interpreted widely enough 
to cover many types of digital manipulation. 
 
In addition, if someone looking at the output image of the AI image generator is confused into 
thinking that it may have been created by the artist/photographer as there is a distinctive look and 
feel to that artist’s/photographer’s work, there may also be an action available to the 
artist/photographer for passing off.  (There could still be a passing off issue even where the image is 
sufficiently different from an original to avoid copyright infringement.)   
 
Privacy and image rights issues are likely to arise too where people included in the output look 
similar to, or can be identified as, real-life models/talent.   
 
If you are using AI to help generate a new brand name or strapline, you will still have to carry out all 
the usual common law and trade mark searches that you would need to carry out if your agency’s 
creative team came up with it themselves.  It is impossible to know if the AI is simply regurgitating 
something already in existence.  Without the usual checks, there is the risk of trade mark 
infringement and passing off. If you ask for anything stylised or a logo, then you will also have the 
copyright infringement risks detailed above. 
 

 
From the Getty Images lawsuit. 
Left – original Getty Images photo.  Right similar image generated by Stable Diffusion 
 
AI content generators potentially infringing third party IPRs is the subject of a court case being 
brought by Getty Images against Stability AI. Getty is claiming that Stability AI “unlawfully copied and 
processed millions of images protected by copyright and the associated metadata owned or 

http://www.ipa.co.uk/legal
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represented by Getty Images absent a license to benefit Stability AI’s commercial interests and to the 
detriment of the content creator”. This article in The Verge has more detail.   
 
Risky business 
 
Companies offering an AI content-generator usually supply the service “as is”.  This means they are 
unlikely to offer any warranty or guarantee that the output does not infringe third party rights. Even 
if it does look like they offer some kind of protection within the AI product’s terms of use, they will 
generally exclude or limit their liability somewhere else in the terms which renders this “protection” 
effectively worthless.  If a client uses AI-produced materials supplied by an agency and is sued by a 
third party for infringing their work, the client could then sue the agency or claim under an indemnity 
(if included in the client/agency contract).  The agency is unlikely to be able to pass on the liability to 
the AI generator for the reasons given above, and so would be left carrying the can.  
 
A medley of breaches of your client contract 
 
Your agency’s client contract may have obligations and restrictions that are incompatible with using 
AI for client work. For example: 
 

• Warranties and indemnities that deliverables will not infringe copyright (or third party rights 
generally).   

• An obligation to ensure work is “original”.  As well as not knowing whether the output 
infringes a third party’s rights, others using the same AI may generate the same or 
substantially similar output.   

• A requirement that all work must be performed by “personnel with suitable experience”. 
• An obligation to transfer or assign ownership of the creative work, which the agency may not 

be able to grant – see below.  
 
Who owns the AI output? 
 
Copyright protection for computer-generated works without a human author in the UK lasts for 50 
years. But who owns the copyright in the output work? This may depend on the AI generator’s terms 
and conditions of use. If the terms say that the agency doesn’t own the copyright in the output, it 
clearly can’t transfer ownership to the client. It follows that if the agency/client don’t own the 
copyright in AI generated output, then they won’t have the rights to prevent third parties copying it.  
Also, there will be no exclusivity, so, as mentioned above, the AI generator could provide the same or 
similar work to a third party and the client will not be able to do anything about it.    
 

Managing the risks – some tips 
 

• Due diligence. Review the AI service’s terms and conditions of use, in particular its terms 
around IPRs, warranties and any exclusion or limitation of liability. Review your client/agency 
contract to see how it tallies.  

• Chat and redraft. Liaise with the client, outline the additional risks that are involved when using 
AI services, and seek carve-outs from the agency’s contractual obligations, for example, 
around IPRs infringement and ownership, and limiting or excluding the agency’s liability for AI-
generated content. 

http://www.ipa.co.uk/legal
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• Wait for work-safe AI. Keep your eyes on the market and check AI terms and conditions to 
see if any companies start providing creative content output where only cleared and licensed 
input AI training materials are used, and that the terms offer the same protection you grant to 
your client. 

• Agency policy. Create an agency policy on AI usage so there is consistency across your 
agency and with any freelancers and subcontractors it uses.  Have an agreed position for each 
agency client.  Keep the policy updated as the AI industry develops. 

• Upfront. A key policy provision should require all staff to be upfront about when they’ve used 
AI to help produce creative content. In particular, all staff need to be open with the agency’s 
legal and compliance teams and any external lawyers (including the IPA legal department). 

• Keep track. For example, if someone in your agency uses AI to create content for a mood 
board for a pitch, you need an audit trail so that you don’t lose track and end-up including 
uncleared AI materials in final deliverables. 

• Dodgy input equals dodgy output. Be sensible about your requests and instructions to the 
AI tool.  If you ask an AI generator to produce: “A Wallace and Gromit style George Clooney 
look-a-like wearing a hoodie with three stripes on it inside a Gaudi building” then the output has 
a very high risk of infringing rights on multiple fronts.  Whilst it still won’t be risk-free for the 
reasons outlined above, the more generic and vaguer the instruction, the better.  And in the 
case of a claim, remember that your input criteria will be disclosable to the court.    

• Stay sceptical. AI models are likely to have been trained on both information and 
misinformation on the internet.  Asking AI for information to substantiate claims about 
advertised products or services, or to help make comparisons with client competitors, may 
churn out misleading information and claims which are in breach of advertising regulations.  It 
should be for the client not the agency to provide substantiation on claims about its products 
and services. 

• ‘Nowt is for free. If your client is pushing the agency to use AI, for example to keep costs 
down, then the client/agency contract should be amended to allow for this and make the 
client rather than the agency responsible for any fallout/third party claims. 
 

The near future 
 
New tools and new use-cases for AI in advertising are popping up each week. Soon, there may be 
work-safe AI products available that may operate in a similar manner to how the established image 
banks operate.  
 
It’s now 17 April 2023. This note covers the legal position on AI in the UK at the time of writing. Things 
will change. At breakneck speed.  
 
Please feel free to check back in with us legal@ipa.co.uk 

Helen Bowyer 
Associate Director, Advertising Law 
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